
January 2016, Volume 3, Issue 1                                      JETIR (ISSN-2349-5162) 

JETIR1601009 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org  43 

 

A survey on Guajarati language recognition 
1
Ms.Puspa Machhar, 

2
 Mr.Dipak Agrawal 

1
ME Student,CE Department, 

2
 Assistant Professor,CE Department 

1,2
SIE,Vadodara,GTU,Gujarat 

 

Abstract—Speech recognition deals with identifying the 

spoken words and converting it into equivalent text form. 

Many application use speech recognition such as direct voice 

input in aircraft, data entry, speech-to-text processing, voice 

user interfaces such as voice dialing and many more. Many 

hand-held devices support voice commands for operating the 

devices but many few of them supports the facility in local 

languages. The Speech is most prominent & primary mode of 

Communication among of human being. The communication 

among human computer interaction is called human computer 

interface. Speech has potential of being important mode of 

interaction with computer. The objective of this review paper 

is to summarize and compare some of the well-known 

methods used in various stages of speech recognition system 

and identify research topics. 
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INTRODUCTION 
 
Speech is the most natural form of human communication and 

speech processing has been one of the most exciting areas of 

the signal processing[2]. Speech to text conversion is the 

ability of a machine to recognize speech sound and convert in 

to text sequence as close as possible[1]. Speech recognition 

technology has made it possible for computer to follow human 

voice commands and understand human languages. The main 

goal of speech recognition area is to develop techniques and 

systems for speech input to machine[2]. Speech Recognition  

approach is used extensively to solve real-world  

challenges. So many factors affect accuracy and performance 

of speech recognition system. Due to different grammar rules, 

noisy environment, and pronunciations of speaker 

independent speech recognition system is a challenging 

job[3]. 

Fig.1 shows basic representation of speech recognitionsystem 

in simple equation which contains featureextraction, database, 

network training and testing ordecoding. The recognition 

process is shown below (Fig.1)[8]. 

 
Fig.1 Speech Recognition Diagram 

 

Types of Speech 
Speech recognition system can be separated in different 

classes by describing what type of ullerances they can 

recognize [4]. 

 

a. Isolated Word 
Isolated word recognizes attain usually require each utterance 

to have quiet on both side of sample windows. It accepts 

single words or single utterances at a time .This is having 

―Listen and Non Listen state‖. Isolated utterance might be 

better name of thisclass [4]. 

 

b. Connected Word 
Connected word system are similar to isolated words but 

allow separate utterance to be ―run together minimum pause 

between them[4]. 

 

c. Continuous speech 
Continuous speech recognizers allows user to speak almost 

naturally, while the computer determine the contnt.Recognizer 

with continues speech capabilities are some of the most 

difficult to create because they utilize special method to 

determine utterance boundaries[4]. 

 

d. Spontaneous speech 
At a basic level, it can be thought of as speech that is natural 

sounding and not rehearsed .an ASR System with spontaneous 

speech ability should be able to handle a variety of natural 

speech feature such as words being runtogether[4]. 
 

 

FEATURE EXTRACTION METHODS 
 
Features extraction in ASR is the computation of a sequence 

of feature vectors which provides a compact representation of 

the given speech signal. It is usually performed in three main 

stages. The first stage is called the speech analysis or the 

acoustic front-end, which performs spectra-temporal analysis 

of the speech signal and generates raw features describing the 

envelope of the power spectrum of short speech intervals. The 

second stage compiles an extended feature vector composed 

of static and dynamic features. Finally, the last stage 

transforms these extended feature vectors into more compact 

and robust vectors that are then supplied to the recognizer [5]. 

 

1. Mel-Frequency Cepstral Coefficients (MFCC) 

 
The most prevalent and dominant method used to extract 

spectral features is calculating Mel-Frequency Cepstral 

Coefficients (MFCC). MFCCs are one of the most popular 
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feature extraction techniques used in speech recognition based 

on frequency domain using the Mel scale which is based on 

the human ear scale. MFCCs being considered as frequency 

domain features are much more accurate than time domain 

features[5]. 

 

The Mel-frequency Cepstrum Coefficient (MFCC) technique 

is often used to create the fingerprint of the sound files. The 

MFCC are based on the known variation of the human ear’s 

critical bandwidth frequencies with filters spaced linearly at 

low frequencies and logarithmically at high frequencies used 

to capture the important characteristics ofspeech. The signal is 

divided into overlapping frames to compute MFCC 

coefficients. Let each frame consist of N samples and let 

adjacent frames be separated by M samples where M<N. Each 

frame is multiplied by a Hamming window where the 

Hamming window equation is given by: 

 
In the third step, the signal is converted from time domain to 

frequency domain by subjecting it to Fourier Transform. The 

Discrete Fourier Transform (DFT) of a signal is defined by the 

following: 

 
In the next step the frequency domain signal is converted to 

Mel frequency scale, which is more appropriate for 

humanhearing and perceptions. This is done by a set of 

triangular filters that are used to compute a weighted sum of 

spectral components so that the output of the process 

approximates a Mel scale. Each filter’s magnitude frequency 

response is triangular in shape and equal to unity at the centre 

frequency and decrease linearly to zero at centre frequency of 

two adjacent filters. The following equation is used to 

calculate the Mel for a given frequency: 

𝑀 = 2595𝑙𝑜𝑔10(1 +
 

   
) 

In the next step the log Mel scale spectrum is converted to 

time domain using Discrete Cosine Transform (DCT). DCTis 

defined by the following, where is a constant dependent on N: 

    ∑(     {
        

  
})

   

   

 

The result of the conversion is called Mel Frequency 

Cepstrum Coefficient. The set of coefficients is called acoustic 

vectors. Therefore, each input utterance is transformed into a 

sequence of acoustic vectors. 

 
   Fig.2 Block Diagram of MFCC Feature Extraction Techniques 

A block diagram of the MFCC processes is shown in Figure. 

Block diagram of MFCC The speech waveform is cropped to 

remove silenceor acoustical interference that may be present 

in the beginning or end of the sound file. The windowing 

block minimizes the discontinuities of the signal by tapering 

the beginning and end of each frame to zero. The FFT block 

converts each frame from the time domain to the frequency 

domain. In the Mel-frequency wrapping block, the signal is 

plotted against the Mel spectrum to mimic human hearing. In 

the final step, the Cepstrum, the Mel -spectrum scale is 

converted back to standard frequency scale. This spectrum 

provides a good representation of the spectral properties of the 

signal which is key for representing and recognizing 

characteristics of the speaker[10]. 

 

2.Linear Predictive Codes (LPC) 

 
It is desirable to compress signal for efficient transmission and 

storage. Digital signal is compressed before transmission for 

efficient utilization of channels on wireless media. For 

medium or low bit rate coder, LPC is most widely used. The 

LPC calculates a power spectrum of the signal. It is used for 

formant analysis. LPC is one of the most powerful speech 

analysis techniques and it has gained popularity as a formant 

estimation technique [5]. 

 

3. Relative Spectra processing (RASTA): 

 
Hajer Rahali is used RASTA method to extract the relevant 

information from the audio signal. The main goal of the work 

is to improve the robustness of speech recognition system in 

additive noise and real time reverberant environment .Hynek 

Hermansky et. al. discussed relationship with human auditory 

perception system and extend the original method to the 

combination of additive noise and convolution noise. He used 

band pass filter of time trajectories of logarithmic parameter 

of speech[10]. 

 

4.Perceptual Linear prediction (PLP): 

 
The Perceptual Linear Prediction PLP model developed by 

Hermansky. PLP models the human speech based on the 

concept of psychophysics of hearing [2, 9]. PLP 

discardsirrelevant information of the speech and thus 

improves speechrecognition rate. PLP is identical to LPC 

except that its spectral characteristics have been transformed 

to match characteristics of human auditory system[5]. 
 

Method Property 
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Hidden Markov Models (HMM)  

 
HMM is doubly stochastic process with an underlying 

stochastic process that is not observable, but can only be 

observed through another set of stochastic processes that 

produce sequence of observed symbols. The basic theory 

behind the Hidden Markov Models (HMM) dates back to the 

late 1900s when Russian statistician Andrej Markov first 

presented Markov chains. Baum and his colleagues introduced 

the Hidden Markov Model as an extension to the first-order 

stochastic Markov process and developed an efficient method 

for optimizing the HMM parameter estimation in the late 

1960s and early 1970s. Baker at Carnegie Mellon University 

and Jelinek at IBM provided the first HMM implementations 

to speech processing applications in the 1970s. Proper credit 

should also be given to Jank ferguson at the Institute for 

defense Analysis for explaining the theoretical aspects of three 

central problems associated with HMMs, which will be 

further discussed in the following sections. The technique of 

HMM has been broadly accepted in today’s modern state-or-

the art ASR systems mainly for two reasons: its capability to 

model the non-linear dependencies of each speech unit on the 

adjacent units and a powerful set of analytical approaches 

provided for estimating model parameters[7].  

 

Artificial neural network 
Artificial neural network provides fantastic imitation of 

information processing analogues to human nervous system. 

The common choice of classification and pattern recognition 

is used as Multilayer Feed Forward Back propagation method 

in Neural Network . The Audio- Visual Speech Recognizer 

(AVSR) used is based On HMMs process and was trained for 

huge vocabulary continuous speech a Neural Network Genetic 

Algorithm can be used with neural network for performance 

improvement by optimizing parameter combination[9]. 

 

 
Fig.3 Artificial Neural Network 

 
But in this paper multi-layer feed forward back propagation 

neural network as shown in Figure 5 with total number of 

features as number of input neurons in input layer for LPC, 

PLP and MFCC parameters respectively. As shown in Figure 

Neural Network consists of input layer, hidden layer and 

output layer. Variable number of hidden layer neurons can be 

tested for best results we can train network for different 

combinations of epochs with target as least amount error 

rate[9]. 

 

Conclusion 
After reading literature review number of techniques and 

method, model available for real time speech processing and 

recognition. HMM, MFCC widely use and available for 

speech recognition for normal Gujarati word recognition but 

not for tricky word recognition. so using hybrid approach for 

real time speech processing is done and also recognize tricky 

word using matlab 14.And also maintain max accuracy for 

Gujarati word.   
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